INTRODUCTION

The ongoing pandemic of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), a novel coronavirus, has caused more than 83 million reported cases of coronavirus disease 2019 (COVID-19) and 1.8 million reported deaths between December 2019 and January 2021 (1). Although wide-spread virological testing is essential to inform disease status and where outbreak mitigation measures should be targeted or lifted, sufficient testing of populations with meaningful coverage has proven difficult (2–7). Disruptions in the global supply chains for testing reagents and supplies, as well as on-the-ground limitations in testing throughput and financial support, restrict the usefulness of testing—both for identifying infected individuals and to measure community prevalence and epidemic trajectory. Although these issues have been at the fore in even the highest-income countries, the situation is even more dire in low-income regions of the world. Cost barriers alone mean that it is often simply not practical to prioritize community testing in any useful way, with the limited testing that exists necessarily reserved for the health care setting. These limitations urge new, more efficient, approaches to testing to be developed and adopted both for individual diagnostics and to enable public health epidemic control and containment efforts.

Group or pooled testing offers a way to increase efficiency by combining samples into a group or pool and testing a small number of pools rather than all samples individually (8–10). For classifying individual samples, including for diagnostic testing, the principle is simple: If a pool tests negative, then all of the constituent samples are assumed negative. If a pool tests positive, then the constituent samples are putatively positive and must be tested again individually or in minipools (Fig. 1A). Further efficiency gains are possible through combinatorial pooling, where instead of testing every sample in every positive pool, each sample is instead represented across multiple pools and potential positives are identified on the basis of the pattern of pooled results (Fig. 1B) (9, 10).

Simple pooling designs can also be used to assess prevalence without individual specimen identification (Fig. 1C). It has already been shown that the frequency of positive pools can allow estimation of the overall prevalence (11). However, we ask here whether prevalence estimates can be honed by considering quantitative viral loads measured in each positive pool, rather than simply using binary (positive/negative) results, where the viral RNA load measurement from a pool is proportional to the sum of the diluted viral loads from each positive sample in the pool. An extreme, albeit less precise, example of this is the quantitation of viral loads in wastewater as a metric for whole community prevalence (12).

Although the literature on theoretically optimized pooling designs for COVID-19 testing has grown rapidly, formal incorporation of biological variation (such as viral loads) or general position along the epidemic curve has received little attention (13–16). Crucially, test sensitivity is not a fixed value but depends on viral load,
which can vary by many orders of magnitudes across individuals and over the course of an infection, with implications for appropriate intervention and the interpretation of a viral load measurement from a sample pool (17–19). Further, the distribution of viral loads in surveillance testing is also sensitive to the course in the epidemic (growth versus decay) that will, thus, also affect the measured test sensitivity (20).

Here, we comprehensively evaluated designs for pooled testing of SARS-CoV-2 while accounting for epidemic dynamics and variation in viral loads arising from viral kinetics and extraneous features such as sampling variation. We demonstrate efficient, logistically feasible pooling designs for individual identification (diagnostics) and prevalence estimation (population surveillance). To do this, we used realistic simulated viral load data at the individual level over time, representing the entire time course of an epidemic to generate synthetic data that reflect the true distribution of viral loads in the population at any given time of the epidemic. We then used these data to derive optimal pooling strategies for different use cases and resource constraints in silico. In particular, we focused on a single assay within a single laboratory.

RESULTS

Modeling a synthetic population to assess pooling designs
To identify optimal pooling strategies for distinct scenarios, we required realistic estimates of viral loads across epidemic trajectories. We developed a population-level mathematical model of SARS-CoV-2 transmission that incorporates empirically measured within-host virus kinetics and used the model to simulate population-level viral load distributions representing real data sampled from population surveillance, either using pharyngeal swab or sputum samples (Fig. 2). These simulations generated a synthetic, realistic epidemic with a peak daily incidence of 19.5 infections per 1000 people and peak daily prevalence of RNA positivity (viral load greater than 100 virus RNA copies/ml) of 265 per 1000 (Fig. 2D). We used these simulation data to evaluate optimal group testing strategies at different points along the epidemic curve for diagnostic and public health surveillance, where the true viral loads in the population are known fully.

Improving testing efficiency for estimating prevalence
We developed a statistical method to estimate prevalence of SARS-CoV-2 based on cycle threshold (Ct) values measured from pooled samples, potentially using far fewer tests than would be required to assess prevalence based on number of positive samples identified. We used our synthetic viral load data to assess inferential accuracy under a range of sample availabilities and pooling designs. Because RNA extraction and polymerase chain reaction (PCR) efficiency can vary from laboratory to laboratory depending on the methods used and within laboratory from batch to batch, we introduced substantial variability in our simulations in the conversion from viral load to Ct value to capture the multiple levels of uncertainty. In practice, this uncertainty can be refined by focusing on a single assay within a single laboratory.

Across the spectrum of simulated pools and tests, we found that simple pooling allows accurate estimates of prevalence across at least four orders of magnitude, ranging from 0.02 to 20%, with up to 400 times efficiency gains (in other words, 400 times fewer tests) for prevalence estimation than would be needed without pooling (Fig. 3). For example, in a population prevalence study that collects ~2000 samples, we accurately estimated infection prevalences as low as 0.05% using only 24 quantitative PCR (qPCR) tests overall (24 pools of 96 samples each; Fig. 3A and fig. S1). Because the distribution of Ct values may differ depending on the sample type (sputum versus swab), the instrument, and the phase of the epidemic (growth versus decline; fig. S2), the method should be calibrated in practice to viral load data (Ct values) specific to the laboratory and instrument as well as the population under investigation.
Fig. 2. Viral kinetics model fits, simulated infection dynamics, and population-wide viral load kinetics. (A) Schematic of the viral kinetics and infection model. Individuals begin susceptible with no viral load (susceptible), acquire the virus from another infectious individual to become exposed but not yet infectious (exposed), experience an increase in viral load to become infectious and possibly develop symptoms (infected), and, last, either recover after viral waning or die (removed). This process is simulated for many individuals. Symbols shown are $t_s$ as the time from infection to viral load crossing the limit of detection, $t_i$ as the time from first detectable viral load to peak, $t_{inc}$ as the time from infection to symptom onset, and $t_w$ as the time from symptom onset to loss of detectable viral load. (B) Model fits to time-varying viral loads in swab samples. The black dots show observed $\log_{10}$ RNA copies per swab, black bars show positive but unquantified swab samples, solid lines show posterior or median estimates, dark shaded regions show 95% credible intervals (CIs) on model-predicted latent viral loads, and light shaded regions show 95% CI on simulated viral loads with added observation noise. The blue region shows viral loads before symptom onset, and the red region shows time after symptom onset. The horizontal dashed line shows the limit of detection. (C and E) Twenty-five and 500 simulated viral loads over time, respectively. The heatmap shows the viral load in each individual over time. The distribution of viral loads reflects the increase and subsequent decline of prevalence. We simulated from inferred distributions for the viral load parameters, thereby propagating substantial individual-level variability through the simulations. Marginal distributions of observed viral loads during the different epidemic phases are shown in fig. S4. (D) Simulated infection incidence and prevalence of virologically positive individuals from the SEIR model. Incidence was defined as the number of individuals with a viral load of >100 (log10 viral load >2) in the population divided by the population size on a given day. Prevalence was defined as the number of virologically positive individuals from the SEIR model. Incidence was defined as the number of new infections per day divided by the population size. Prevalence was defined as the number of individuals with a viral load of >100 (log10 viral load >2) in the population divided by the population size on a given day.

Estimation error arises in two stages: sample collection effects and as part of the inference method (Fig. 3B). Error from sample collection becomes less important with increasing numbers of positive samples, which occurred with increasing population prevalence or by increasing the total number of tested samples (Fig. 3B and fig. S2). At very low prevalence, small sample sizes ($N$) risk missing positives together or becoming biased by false positives. We found that accuracy in prevalence estimation was greatest when population prevalence is greater than $1/N$ and that when this condition was met, partitioning samples into more pools always improved accuracy (fig. S2). In summary, very accurate estimates of prevalence can be attained using only a small fraction of the tests that would be needed in the absence of pooling.

Pooled testing for individual identification

We next analyzed effectiveness of group testing for identifying individual sample results at different points along the epidemic curve with the aim of identifying simple, efficient pooling strategies that are robust across a range of prevalences (Fig. 1, A and B). Using the simulated viral load data, we evaluated a large array of pooling designs in silico (table S1). On the basis of our models of viral kinetics and given a PCR limit of detection (LOD) of 100 viral copies/ml, we first estimated a baseline sensitivity of conventional (nonpooled) PCR testing of 85% during the epidemic growth phase: 15% of the time, we sampled an infected individual with a viral load greater than 1 but below the LOD of 100 viral copies/ml (Fig. 4A), which largely agrees with reported estimates (21, 22). This estimate reflects
Fig. 3. Estimating prevalence from a small number of pooled tests. In prevalence estimation, a total of $N$ individuals are sampled and partitioned into $b$ pools (with $n = N/b$ samples per pool). The true prevalence in the entire population varies over time with epidemic spread. Population prevalences shown here are during the epidemic growth phase. (A) Estimated prevalence ($y$ axis) and true population prevalence ($x$ axis) using 100 independent trials sampling $N$ individuals at each day of the epidemic. Each facet shows a different pooling design (additional pooling designs shown in fig. S1). Dashed gray lines, one divided by the sample size, $N$. (B) For a given true prevalence (top label, red points and horizontal dashed red line), estimation error is introduced both through binomial sampling of positive samples (prevalence in sample) and inference on the sampled viral loads (estimated prevalence, blue boxes). Each set of three connected dots shows one simulation, with points slightly jittered on the $x$ axis for visibility. Horizontal lines indicate accurate inference. The orange line shows the median across 100 simulations. Each panel shows the results from a single pooling design at the specified true prevalence. Sampling variation is a bigger contributor to error at low prevalence and low sample sizes. When prevalence is less than one divided by $N$ (gray-shaded panels), inference is less accurate due to the high probability of sampling only negative individuals or inclusion of false positives.

sampling during the latent period of the virus (after infection but before substantial viral growth) or in the relatively long duration of low viral titers during viral clearance.

Sensitivity of pooled tests, relative to individual testing, is affected by the dilution factor of pooling and by the population prevalence, with lower prevalence resulting in generally lower sensitivity as positives are diluted into many negatives (Fig. 4A). The decrease in sensitivity is roughly linear with the log of the dilution factor used, which largely depends on the number and size of the pools and, for combinatorial pooling, the number of pools that each sample is placed into (fig. S3, A to C).

There is a less intuitive relationship between sensitivity and prevalence as it changes over the course of the epidemic. Early in an epidemic, there is an initial dip in sensitivity for both individual and pooled testing (Fig. 4A). Early on during exponential growth of an outbreak, in a random sample of infected individuals, a relatively greater fraction of positives will be sampled early in their infection and thus closer to their peak viral load. Later on, there is an increasing mixture of newly infected with individuals at the tail end of their infections and thus with lower viral loads at the time of sampling. We found that, as a result, sensitivity of pooled testing increases at peak prevalence because samples with lower viral loads, which would otherwise be missed because of dilution, are more likely to be “rescued” by coexisting in the same pool with high viral load samples and thus ultimately get individually retested (at their undiluted or less diluted concentration) during the validation stage. During epidemic decline, fewer new infections arose over time in our simulated data, and therefore, a randomly selected infected individual was more likely to be sampled during the recovery phase of their infection, when viral loads are lower (fig. S4D). Overall sensitivity is therefore lower during epidemic decline, because more infected individuals have viral loads below the LOD. During epidemic growth (up to day 108 in the simulation), we found that overall sensitivity of reverse transcription PCR (RT-PCR) for individual testing was 85%, whereas during epidemic decline (from day 168 onward), it was 60% (fig. S5A). Mean sensitivity of RT-PCR for individual testing was ~75% across the whole epidemic. We note that, in practice, sensitivity is likely higher than estimated here, because individuals
Together, these results describe how sensitivity is affected by the combination of epidemic dynamics, viral kinetics, and pooling design when individuals are sampled randomly from the population. We found that, on average, most false negatives arose in our simulations from individuals sampled 7 days or more after their peak viral loads. Together, these results describe how sensitivity is affected by the combination of epidemic dynamics, viral kinetics, and are not sampled entirely at random but instead tend to be enriched with symptomatic people sampled nearer to peak viral loads.
viral loads or around 7 days after what is normally considered symptom onset: These samples accounted for ~75% of false negatives in swab samples collected during epidemic growth and ~96% in swab samples during epidemic decline. This reflects that the majority of time spent in the PCR positive state is usually postinfectious and the asymmetry highlights differences in prevalence of more recent versus older infections during epidemic growth versus decay. Only ~3% of false-negative swab samples arose from individuals tested during the first week after peak viral load during epidemic growth, and only ~1% during epidemic decline (peak titers usually coincide with symptom onset, as reflected in our simulation); thus, most false negatives were from individuals with the least risk of onward transmission (fig. S3, D and E) (19).

The lower sensitivity of dilutional pooled testing is counterbalanced by gains in efficiency. When prevalence is low, efficiency is roughly the number of samples divided by the number of pools, as there are rarely putative positives to test individually. However, the number of validation tests required will increase as prevalence increases, and designs that are initially more efficient will lose efficiency (Fig. 4B). In general, we found that, at very low population prevalence, the use of fewer pools each with larger numbers of specimens offers relative efficiency gains compared to larger numbers of smaller pools, as most pools will test negative. However, as prevalence increases, testing a greater number of smaller pools pays off as more validations will be performed on fewer samples overall (Fig. 4B).

For combinatorial designs with a given number of total samples and pools, splitting each sample across fewer pools resulted in modest efficiency gains (dashed versus solid lines in Fig. 4B). To address realistic resource constraints, we integrated our analyses of sensitivity and efficiency with limits on daily sample collection and testing capacity to maximize the number of positive individuals identified. We analyzed the total number of samples screened and the fold increase in the number of positive samples identified relative to individual testing for a wide array of pooling designs evaluated over a period of 50 days during epidemic spread (days 40 to 90 where point prevalence reaches ~2.5%; Fig. 4, C and D). Because prevalence changes over time, the number of validation tests may vary each day despite constant pooling strategies. Thus, tests saved on days requiring fewer validation tests can be stored for days where more validation tests are required.

Across all resource constraints considered, we found that effectiveness ranged from 1 (when testing every sample individually is optimal) to 20 (that is, identifying 20× more positive samples on a daily basis compared with individual testing within the same budget; Fig. 4D). As expected, when capacity to collect samples exceeds capacity to test, group testing becomes increasingly effective. Simple pooling designs were most effective when samples are in moderate excess of testing capacity (2 to 8×), whereas increasingly complex combinatorial designs became the most effective when the number of samples to be tested greatly exceeded testing capacity. In addition, when prevalence was higher (sample prevalence from 1.03 to 9.90%), the optimal pooling designs shifted toward combinatorial pooling, and the overall effectiveness decreased—but still remained up to 4× more effective than individual testing (fig S6). Our results were qualitatively unchanged when evaluating the effectiveness of pooling sputum samples, and the optimal pooling designs under each set of sample constraints were either the same or very similar (for example, using the same number of samples and pools, but a different number of pools per sample; fig. S7). Furthermore, we evaluated the same strategies during a 50-day window of epidemic decline (days 190 to 250) and found that similar pooling strategies were optimally effective, despite lower overall sensitivity as described above (fig. S5).

### Pooled testing in a sustained, multiwave epidemic

Modeling the time evolution of viral load distributions and prevalence in sustained or multiple epidemic phases is important for understanding realistic performance of pooled testing for SARS-CoV-2 and other respiratory viral diseases. Building on our results above, we next simulated an epidemic with an initial wave, followed by a decline phase and subsequently another growth phase (fig. S8A).

Using this simulated epidemic, we first assessed how pooled testing for prevalence estimation would be affected by multiple waves. Because the results for a single epidemic peak (fig. S2) demonstrated that it is best to match training data for calibrating viral load distributions with the same phase in which the distributions will be used to estimate prevalence (that is, to match training data from growth phase with application during growth phase and decline with decline), we asked whether viral loads observed during a first wave of epidemic growth are appropriate training data for prevalence estimation during a second growth phase. We found that models using either training phase had low, nearly identical, degrees of error when predicting prevalence in the second growth phase (fig. S8B).

We next evaluated pooled testing for sample identification under the two-wave epidemic model. Our results above demonstrated a difference in sensitivity between growth and decline in a single wave epidemic, driven by a shift in the viral load distribution sampled on any given day, which is, in turn, driven by viral kinetics and a shifting bias in the time relative to infection at which individuals are sampled (20). In an epidemic with two waves, there is a dip in sensitivity over the transition from the first growth to decline phase, followed by a rise in sensitivity during the second growth phase (fig. S9A). The reduction in sensitivity for pooled testing compared to individual testing is relatively consistent across epidemic time for any given pooling design, demonstrating robustness to more complicated epidemic dynamics. Moreover, the changes in sensitivity are quantitative reflections of growth rate, so that the lower growth rate of the second growth phase results in a lower sensitivity than the first phase, due to more samples being from individuals with lower viral loads (fig. S9A).

The model also allowed us to assess any impacts on sample identification resulting from different epidemic dynamics in each period, for example, during initial epidemic growth with a high basic reproductive number (2.5) and a large susceptible population, compared with a second growth phase with smaller basic reproductive number (1.5) and a smaller susceptible population (due to past infections). We found that pooled testing for sample identification remained advantageous throughout the modeled time series, with very similar optimal pooling strategies under the same array of resource constraints considered above (fig. S9, B and C). Together, these results demonstrate generalizability to sustained or multiwave epidemics and robustness to changes in viral load distributions from different epidemic growth rates.

### Pilot and validation experiments

We validated our pooling strategies using anonymized clinical nasopharyngeal swab specimens. To evaluate simple pooling across a range of inputs, we diluted 5 nasopharyngeal clinical swab samples...
with viral loads of 89,000, 12,300, 1280, 140, and 11 viral RNA copies/ml, respectively, into 23 nasopharyngeal swab samples (pools of 24). The results matched the simulated sampling results: The first three pools were all positive, the fourth was inconclusive (negative on N1 and positive on N2), and the remaining pool was negative (Fig. 5A and table S2). These results are as expected because the Emergency Use Authorization (EUA)—approved assay used has an LOD of ~100 virus copies/ml, such that the last two specimens fell below the LOD given a dilution factor of 24 (0.46 and 5.8 virus copies/ml once pooled).

We next tested combinatorial pooling, first using only a modest pooling design. We split 48 samples, including one positive sample with a viral load of 12,300, into six pools with each sample spread across three different pools. The method correctly identified the three pools containing the positive specimen (Fig. 5B and table S2). One negative sample was included in the same three pools as the positive sample; thus, eight total tests (six pools and two validations) were needed to accurately identify the status of all 48 samples, a 6× efficiency gain, which matched our expectations from the simulations.

We next performed two larger validation studies. To validate combinatorial pooling, we used anonymized samples representing 930 negative and 30 distinct positive specimens (3.1% prevalence), split across 10 batches of 96 specimens each (table S3). For each batch of 96, we split the specimens into six pools and spread each specimen across two pools (Fig. 5C and see table S4 for sample allocation and table S6 for pooled test results). For this combinatorial pooling design and prevalence, our simulations suggested that we would expect to identify ~26 of 30 known positives (~87%) and would see a 2.81× efficiency gain, using only 35% of the number of tests compared to no pooling. We identified 24 of the 30 known positives (80%) and required 35% fewer tests (341 versus 960, a 2.8× efficiency gain). Regarding the slightly reduced sensitivity, we note that positive samples and negative samples were accumulated over a longer period of time by the Broad’s testing facility, aggregated into separate plates, then delivered to our laboratory for pooling. Many of these samples went through multiple freeze-thaw cycles, likely leading to degradation of some viral RNA, which may have contributed to the reduced sensitivity that we observed relative to predicted levels.

To further validate our methods for prevalence estimation, we created a large study representing 2304 samples with a (true) positive prevalence of 1%. We aimed to determine how well our methods would work to estimate the true prevalence using 1/48th the number of tests compared to testing samples individually. To do this, we randomly assigned 24 distinct positive samples into 48 pools, with each pool containing 48 samples (table S3; to create the full set of pools, we treated some known negatives as distinct samples across separate pools). By using the measured viral loads detected in each of the pools, our methods estimated a prevalence of 0.87% (compared to the true prevalence of 1%) with a bootstrapped 95% confidence interval of 0.52 to 1.37% (Fig. 5D) and did so using 48× fewer tests than without pooling. This degree of accuracy was in line with our expectations from our simulations. The inference algorithm applied to these data used viral load distributions calibrated from our simulated epidemic, which, in turn, had viral kinetics calibrated to samples collected and tested on another continent, demonstrating robustness of the training procedure.

**DISCUSSION**

Our results show that group testing for SARS-CoV-2 can be a highly effective tool to increase surveillance coverage and capacity when resources are constrained. For prevalence testing, we found that fewer than 40 tests can be used to accurately infer prevalences across four orders of magnitude, providing large savings on the number of tests required. For individual identification, we determined an array of designs that optimize the rate at which infected individuals were identified under constraints on sample collection and daily test capacities. These results provide pooling designs that maximize the number of positive individuals identified on a daily basis, while accounting for epidemic dynamics, viral kinetics, viral loads measured from pharyngeal swabs or sputum, and practical considerations of laboratory capacity.

Although our experiments suggest that pooling designs may be beneficial for SARS-CoV-2 surveillance and identification of individual specimens, there are substantial logistical challenges to implementing theoretically optimized pooling designs. Large-scale testing without the use of pooling already requires managing thousands of specimens per day, mostly in series. Pooling adds complexity because samples must be tracked across multiple pools and stored for potential retesting. These complexities can be overcome with proper tracking software (including simple spreadsheets) and standard operating procedures in place before pooling begins. Such procedures may mitigate the risk of handling error or specimen mix-up.

In addition, expecting laboratories to regularly adapt their workflow and optimize pool sizes based on prevalence may not be feasible in some settings (8, 15). A potential solution is to follow a simple, fixed protocol that is robust to a range of prevalences. We provide an example spreadsheet (data file S1) guiding a technician receiving 96 labeled samples to create six pools, enter the result of each pool, and be provided a list of putative positives to be retested. Despite these logistical challenges, simple Dorfman pooling has been successfully used in Israel during the COVID-19 pandemic to process ~133,000 samples over a period of variable prevalence, leading to resource savings with expected and acceptable sensitivity loss (23).

For certain viscous sample types (for example saliva or sputum), the process of pooling samples may be challenging. Whereas robotic pooling with small volumes of viscous samples is error prone, manual pipetting can be reliable. Our designs can accommodate both robotic and manual pipetting, although pooling may still be a challenge for viscous samples compared to swabs in viral transport media or similar. In these cases, pretreating samples with proteinase K can additionally make samples easier to pipette (as is performed with SalivaDirect) and increase retention of viral RNA by degrading nucleases (24). Overall, our results are largely applicable to a variety of sampling landscapes in which viral loads are determined. However, individual laboratories will of course need to determine which approach is best suited for their own purposes.

Depending on the purpose of testing and resources available, enhancing efficiency at the expense of sensitivity must be considered. We recommend validation of the selected pooling strategy to identify potential differences in predicted versus observed sensitivity as demonstrated here, which may be unacceptable if the aim is clinical testing rather than overall throughput. However, we found that the most efficient pooling designs were the same when using swab- or sputum-calibrated simulations, suggesting that the ideal strategies were robust to misspecification in overall sensitivity. For prevalence testing, accurate estimates can be obtained using relatively few tests
if individual identification is not the aim. For individual testing, although identifying all positive samples that are tested is of course the objective, increasing the number of specimens tested when sacrificing sensitivity may be a crucially important trade-off.

As an example of how to evaluate the allocation of limited resources in the context of reduced sensitivity and enhanced efficiency, consider our experience with a laboratory in The Gambia. Simplifying a bit, the resource constraints being faced were a limited capacity for sample collection (several hundred per day, initially, this has since increased), a limited supply of test kits for the foreseeable future, and an excess of laboratory technician capacity. For the purposes of screening, we assumed that up to 384 samples could be collected and up to 24 test kits consumed per day (on average, because there is a fixed supply over a longer horizon, sample collection and testing for triaging or testing higher-risk individuals were handled separately). With individual testing, effectively 20.4 individuals (24 available tests × 85% sensitivity) would be screened per day. On the other hand, with the pooling strategy identified under these constraints (N = 192, b = 12, and q = 3), one could effectively screen 202.57 individuals per day, on average (192 individuals screened per batch × 68% sensitivity × average of 1.55 batches run per day). Therefore, despite substantially reduced sensitivity, the pooling strategy would identify about 10× as many infected individuals. Given the unused technician capacity, the logistical cost (in our experience, it takes one person ~1.5 hours to pool 192 samples by hand in an unoptimized workflow, although there are other costs to consider) is very likely outweighed by the positive benefits on infection control.

Furthermore, the specimens most likely to be lost due to dilution are those with the lowest viral loads already near the LOD. Although there is a chance that the low viral load samples missed are on the upswing of an infection, when identifying the individual would be maximally beneficial, the asymmetric course of viral titers over the full duration of positivity means that most false negatives would arise from failure to detect late-stage, low-titer

![Fig. 5. Experimental validation of simple and combinatorial pooling.](http://stm.sciencemag.org/)

- **A** Five pools (columns of matrix), each consisting of 24 nasopharyngeal swab samples (rows of matrix: 23 negative samples per pool and 1 positive, with viral load indicated on right) were tested by viral extraction and RT-qPCR. Pooled results indicated as negative (blue), inconclusive (yellow), or positive (red). **B** Six combinatorial pools (columns) of 48 samples (rows: 47 negative and 1 positive with viral load of 12,300) were tested as above. Pools 1, 2, and 4 tested positive. Arrows indicate two samples that were in pools 1, 2, and 4: sample 32 (negative) and sample 48 (positive). **C** Previously tested de-identified samples were pooled using a combinatorial design with 96 samples, 6 pools, and 2 pools per sample. Thirty positive samples were randomly distributed across 10 batches of the design. Viral RNA extraction and RT-qPCR were performed on each pool, with the results used to identify potentially positive samples. **D** Samples were pooled according to a simple design (48 pools with 48 samples per pool). Twenty-four positive samples were randomly distributed among the pools (establishing 1% prevalence). The pooled test results were used with an MLE procedure to estimate prevalence (0.87%), and bootstrapping was used to estimate a 95% confidence interval (0.52 to 1.37%).
individuals who are less likely to be infectious (19). Optimal strategies and expectations of sensitivity should also be considered alongside the phase of the epidemic and how samples are collected, as this will dictate the distribution of sampled viral loads. For example, if individuals are under a regular testing regimen and therefore likely to be removed from the tested population before reaching the long tail of low viral loads at the end of infection or are tested because of recent exposure or symptom onset, then viral loads at the time of sampling will typically be higher, leading to higher sensitivity despite dilution effects.

For individual identification, errors may arise when a positive sample is split into multiple pools, but only some of those pools test positive (see Supplementary Materials and Methods for an example and further discussion). For an error tolerance, e, error correction is possible by allowing a putative positive to be in up to e negative pools, where $e > 0$ will result in not only higher sensitivity but also more putative positives and lower efficiency. The optimal error tolerance can be derived analytically in terms of the independent error rate $r$ (that is, rates of PCR failure not related to low viral load, dilution, or other systemic effects) (25). With a conservative estimate of the rate of independent PCR failure, $r$, of ≤5% and samples split into less than five pools, $q < 5$ (as in all pooling designs we consider), the optimal $e$ is less than 0.5; thus, it is optimal to not correct these errors ($e = 0$) in all pooling designs considered here. We note that, for alternative pooling designs, particularly those with each sample split into many pools, error correction may increase effectiveness. Other methods that incorporate error correction [such as Pooling-Based Efficient SARS-CoV-2 Testing (P-BEST) (16)] have more complicated pooling designs with samples split into more pools ($q = 6$ or more). An alternative to individually testing all putative positives would be to simply retest each pool (optionally repooling samples before retesting). Whether to do so would be a choice made by each laboratory, similar to decisions about whether to retest samples with failed controls or inconclusive results. Furthermore, error correction does not address the primary source of error: low viral load, below the LOD and possibly due to dilution, which is a systemic problem affecting all pools with a given sample.

Testing throughput and staffing resources should also be considered. If a testing facility can only run a limited number of tests per day, then it may be preferable to process more samples at a slight cost to sensitivity. Backlogs of individual testing can result in substantial delays in returning individual test results, which can ultimately defeat the purpose of identifying individuals for isolation, potentially further justifying some sensitivity losses (26, 27). Choosing a pooling strategy will therefore depend on target population and availability of resources. For testing in the community or in existing sentinel surveillance populations (for example, antenatal clinics), point prevalence is likely to be low (<0.1 to 3%), which may favor strategies with fewer pools (6, 28–30). Conversely, secondary attack rates in contacts of index cases may vary from <1 to 17% depending on the setting (e.g., casual versus household contacts) (31–33) and may be even higher in some instances (34, 35), favoring more pools. These high-point prevalence subpopulations may represent less efficient use cases for pooled testing, because our results suggest that pooling for individual identification is inefficient once prevalence reaches 10%. However, group testing may still be useful if testing capacity is severely limited, for example, samples from all members of a household could be tested as a pool and quarantined if tested positive, enabling faster turnaround than testing individuals. This approach may be even more efficient if samples can be pooled at the point of collection, requiring no change to laboratory protocols.

Related to throughput, another important consideration is the overall time between sample collection and testing, particularly where individuals are advised to self-isolate until their result is returned. In settings where results are being returned within 24 to 48 hours already and there is no backlog of samples, pooling is unlikely to decrease turnaround time due to the extra time needed to retest some samples. However, in settings where testing capacity is insufficient to meet demand and results are delayed simply due to the queue of samples, pooling will likely decrease turnaround time because the time from sample to processing will be shorter.

Our modeling results have a number of limitations and may be updated as more data become available. First, our simulation results depend on the generalizability of the simulated Ct values, which were based on pharyngeal swab and sputum viral load data from symptomatic patients. Although some features of viral trajectories, such as viral waning, differ between symptomatic and asymptomatic individuals, population-wide data suggest that the range of Ct values does not differ based on symptom status (19, 36). Furthermore, we have assumed a simple hinge function to describe viral kinetics. Different shapes for the viral kinetics trajectory may become apparent as more data become available. Nonetheless, our simulated population distribution of Ct values is comparable to existing data, and we propagated substantial uncertainty in viral kinetics parameters to generate a wide range of viral trajectories. For prevalence estimation, the maximum likelihood estimate (MLE) framework requires training on a distribution of Ct values. Such data can be available based on past tests from a given laboratory, but care should be taken to use a distribution appropriate for the population under consideration. For example, training the virus kinetics model on data skewed toward lower viral loads (as would be observed during the tail end of an epidemic curve) may be inappropriate when the true viral load distribution is skewed higher (as might be the case during the growth phase of an epidemic curve). Nevertheless, we used our simulated distribution of Ct, which was fit to virus kinetics in published reports from distinct laboratories across the world, and we obtained highly accurate results throughout. Thus, despite the limitations just mentioned, this shows that virus kinetics models are quite robust and may not, in practice, require new fitting to the individual laboratory or population. In addition, although we assumed that individuals are sampled from the population at random in our analysis, in practice, samples that are processed together are also typically collected together, which may bias the distribution of positive samples among pools.

Pooling samples for qPCR testing is widespread in infectious disease surveillance, and our approach could be easily adapted to investigate pooled testing strategies in silico for other disease systems (37–41). The viral kinetics model could be replaced with any model for the within-host process of interest (for example, an antibody response), and the epidemic model could be reparameterized for particular settings (such as a vector-borne with seasonal transmission). In general, modeling the key mechanisms behind the biological and epidemiological processes that give rise to measured quantities such as viral load provides a more nuanced picture of sensitivity and efficiency than treating test characteristics as fixed values.

We have shown that simple designs that are straightforward to implement have the potential to greatly improve testing throughput across the time course of the pandemic. These principles likely also hold for pooling of sera for antibody testing, which remains an
avenue for future work. There are logistical challenges and additional costs associated with pooling that we do not consider deeply here, and it will therefore be up to laboratories and policy makers to decide where these designs are feasible. Substantial coordination will therefore be necessary to make group testing practical, but investing in these efforts could enable community screening where it is currently infeasible and provide epidemiological insights that are urgently needed.

**MATERIALS AND METHODS**

**Study design**

The aim of this study was to understand the potential effectiveness of pooled testing for SARS-CoV-2 infection identification and prevalence estimation in a population where prevalence and viral loads evolve over time. The study included both simulation-based experiments where the effectiveness of different pooling strategies was evaluated against known inputs and laboratory experiments using previously tested nasopharyngeal swab specimens to validate our proposed pooling designs.

In the modeling experiments, we simulated a SARS-CoV-2 outbreak in a large population roughly the size of a small U.S. state (12,500,000 individuals), ensuring that there were at least 100 unique infected individuals early in the epidemic at prevalence as low as 0.001%. For each tested pooling design and day of the outbreak, we randomly sampled individuals from the simulated population to generate in silico sample pools with known viral loads. We repeated this sampling process across independent trials until 2500 positive individuals had been sampled across all trials, or until 200,000 trials had been run.

In the laboratory validation trials of our pooling designs, human nasopharyngeal swab specimens with previously determined positive or negative status were randomly assigned a sample ID within a validation experiment, for example, 1 of 2304 sample IDs in the large prevalence study or 1 of 960 IDs in the large identification study, without negative status were randomly assigned a sample ID within a validation experiment, for example, 1 of 2304 sample IDs in the large prevalence study or 1 of 960 IDs in the large identification study, without regard for their positivity status. Once IDs were assigned, samples were distributed to pools according to prespecified pooling designs. Samples with predetermined inconclusive status were not included. The study followed all relevant ethical guidelines for the use of discarded patient specimens. An exempt protocol for the study was approved by the Broad Institute Office of Research and Sponsored Programs (ORSP).

**Simulation model of infection dynamics and viral load kinetics**

We developed a population-level mathematical model of SARS-CoV-2 transmission that incorporates realistic within-host virus kinetics. Full details are provided in Supplementary Materials and Methods, but we provide an overview here. First, we fit a viral kinetics model to published longitudinally collected viral load data from pharyngeal swab and sputum samples using a Bayesian hierarchical model that captures the variation of peak viral loads, delays from infection to peak, and virus decline rates across infected individuals (Fig. 2, A and B, and fig. S10) (18). By incorporating estimated biological variation in virus kinetics, this model allows random draws of each representing distinct within-host virus trajectories. We then simulated infection prevalence during a SARS-CoV-2 outbreak using a deterministic Susceptible-Exposed-Infected-Removed (SEIR) model with parameters reflecting the natural history of SARS-CoV-2 (Fig. 2D). For each simulated infection, we generated longitudinal virus titers over time by drawing from the distribution of fitted virus kinetic curves, using distributions derived using either pharyngeal swab or sputum data (fig. S4). All estimated and assumed model parameters are shown in table S5, with model fits shown in fig. S10. Posterior estimates and Markov chain Monte Carlo trace plots are shown in figs. S11 and S12. We accounted for measurement variation by transforming viral loads into Ct values under a range of Ct calibration curves, simulating false positives with 1% probability, and simulating sampling variation. We assumed an LOD of 100 RNA copies/ml.

**Estimating prevalence from pooled test results**

We adapted a statistical (maximum likelihood) framework initially developed to estimate HIV prevalence with pooled antibody tests to estimate prevalence of SARS-CoV-2 using pooled samples (42, 43). The framework accounts for the distribution of viral loads (and uncertainty around them) measured in pools containing a mixture of negative and potentially positive samples. By measuring viral loads from multiple such pools, it is possible to estimate the prevalence of positive samples without individual testing.

We evaluated prevalence estimation under a range of sample availabilities (N total samples; $N = 288$ to $\sim 18,000$) and pooling designs. We varied the pool size of combined specimens ($n$ samples per pool; $n = 48, 96, 192$, or 384) and the number of pools ($b = 6, 12, 24$, or 48). For each combination, we estimated the point prevalence from pooled tests on random samples of individuals drawn during epidemic growth (days 20 to 120) and decline (days 155 to 300). Because the data were realistic but simulated, we used ground truth prevalence in the population and, separately, in the specific set of samples collected from the overall population to assess accuracy of our estimates (see for example Fig. 3B). We calculated estimates for 100 entirely distinct epidemic simulations.

**Pooled tests for individual sample identification**

Using the same simulated population, we evaluated a range of simple and combinatorial pooling strategies for individual positive sample identification. In simple pooling designs, each sample is placed in one pool, and each pool consists of some prespecified number of samples. If a pool tests positive, then all samples that were placed in that pool are retested individually (Fig. 1A). For combinatorial pooling, each sample is split into multiple, partially overlapping pools (Fig. 1B) (9, 10). Every sample that was placed in any pool that tested negative is inferred to be negative, and the remaining samples are identified as potential positives. Here, we consider a very simple form of combinatorial testing, where identified potential positive samples are individually tested in a validation stage.

A given pooling design is defined by three parameters: the total number of individuals to be tested ($N$), the total number of pools to test ($b$), and the number of pools a given sample is included in ($q$). For instance, if we have 50 individuals ($N$) to test, then we might split the 50 samples into four pools ($b$) of 25 samples each, where each sample is included in two pools. Note that, by definition, in simple pooling designs, each sample is placed in one pool ($q = 1$).

To identify optimal testing designs under different resource constraints, we systematically analyzed a large array of pooling designs under various sample and test kit availabilities. We evaluated different combinations of between 12 and $\sim 6000$ available samples/tests per day. The daily testing capacity shown is the daily average, although...
we assume that there is some flexibility to use fewer or more tests day to day (in other words, that there is a budget for period of time under evaluation).

For each set of resource constraints, we evaluated designs that split N samples between 1 and 96 distinct pools and with samples included in q = 1 (simple pooling), 2, 3, or 4 (combinatorial pooling) pools (table S1). To ensure robust estimates (especially at low prevalences of less than 1 in 10,000), we repeated each simulated pooling protocol at each test time point in the epidemic up to 200,000 times. In each scenario, we calculated the sensitivity to detect positive samples when they existed in the pool; the efficiency, defined as the total number of samples tested divided by the total number of tests used; the total number of identified true positives (total recall); and the effectiveness, defined as the total recall relative to individual testing.

Pilot experiments

For validation experiments of our simulation-based approach, we used fully de-identified, discarded human nasopharyngeal specimens obtained from the Broad Institute of Massachusetts Institute of Technology (MIT) and Harvard. In each experiment, sample aliquots were pooled before RNA extraction and qPCR, and pooled specimens were tested using the EUA-approved SARS-CoV-2 assay performed by the Broad Institute Clinical Laboratory Improvement Amendments (CLIA) laboratory. qPCR Ct values were calibrated to a standard curve of known viral RNA copies (fig. S13). The protocol and specifics of each pooling approach are described in full detail in Supplementary Materials and Methods.

SUPPLEMENTARY MATERIAL

stm.sciencemag.org/cgi/content/full/13/589/eabf1568/DC1

View/request a protocol for this paper from Bio-protocol.
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Batch testing for SARS-CoV-2
Frequent and accurate RT-PCR-based testing is essential for preventing and managing SARS-CoV-2 infection; however, active infection surveillance is still often limited by time or resources. Cleary et al. demonstrate that considering population-level viral prevalence and individual viral loads allows for efficiency gains upon pooled testing with minimal loss of sensitivity, both theoretically and as validated in vitro using human swab and sputum samples. Barak et al. show that pooled testing of 133,816 hospital-collected patient nasopharyngeal samples eliminated three quarters of testing reactions with only a minor reduction in sensitivity, demonstrating the efficacy of the approach in the field. Both studies suggest that considered pooling of individual samples before testing could reliably increase SARS-CoV-2 testing throughput.